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Abstract

The use of the computing with words paradigm for the automatic text documents
categorization problem is discussed. This specific problem of information retrieval (IR)
becomes more and more important, notably in view of a fast proliferation of textual
information available on the Internet. The main issues that have to be addressed here
are: document representation and classification. The use of fuzzy logic for both
problems has already been quite deeply studied though for the latter, i.e., classification,
generally not in an IR context. Our approach is based mainly on the classical calculus of
linguistically quantified propositions proposed by Zadeh. Moreover, we employ results
related to fuzzy (linguistic) queries in IR, notably various interpretations of the weights
of query terms. Some preliminary results on widely adopted text corpora are presented.
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1. Introduction

The computing with words paradigm tries to grasp the human ability to
effectively process the vague and imprecise information. Basically, this leads
to the representation of some modeled variables with linguistic expressions

rather than with strict numerical values. Moreover, a further processing, nota-
bly aggregation, fusion, etc., of such information is proposed to be done using
flexible operators, exemplified by linguistic quantifiers. Information retrieval
tasks are perfectly amenable to such a treatment. The information retrieval
process is characterized [24] by such features as uncertainty (most often of
the probabilistic nature), partial matching, incompleteness of queries, a vague
concept of relevance.

Much research has been done in the area of application of the elements of
fuzzy logic for the purposes of the information retrieval, cf., e.g., [3–5,17–
19,10,11,13]. The main issues of text documents representation and their que-
rying has been addressed within this framework. The use of fuzzy logic related
concepts for query structure and interpretation is especially promising. This is
due to the fact that some elements of the classical IR system interface may be
artificially precise and too rigid for a human user. In addition to the main task
of an IR system, i.e., the retrieval of documents relevant for the user needs,
there are many other related tasks. Among them, quite an important task is
that of text document categorization. Basically, it consists in assigning some
thematic categories to the documents. This may be, and often is, done manu-
ally. However, in case of huge documents sets, exemplified by those available
through the Internet, this becomes ineffective and inefficient. Thus, automatic
approaches are more and more often applied. They are usually based on results
obtained in machine learning.

The text categorization task exhibits some imprecision. Even a human being
may be unsure as to a clear-cut classification of a document to just one cate-
gory. Moreover, it is quite natural to consider a degree of belongingness to a
category. This becomes even more apparent in case of an automatic classifica-
tion procedure. We may easily expect that the results of classification may be
ambiguous. The fuzzy logic approach has proved to be useful in such a context.
We have implemented [37] a pilot version of an Internet oriented IR system
featuring some elements of fuzzy logic built into the user interface and making
it more human consistent. Here, we investigate possibilities of the application
of some fuzzy logic related concepts to the very classification process. Our ap-
proach is mainly based on the use of linguistically quantified propositions in
the sense of Zadeh to model some intuitively appealing rules of classification.
Moreover, we adopt results on fuzzy extensions to the querying language of an
IR system proposed by other authors and referred to earlier ones. From a cer-
tain perspective, the task of classification may be treated as a specific querying
task in the other than the original space of text documents of an IR system.
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In Section 2, we briefly overview the main concepts of information retrieval.
The next section presents Zadeh�s calculus of linguistically quantified proposi-
tions and the concept of a linguistic variable. Section 4 discusses some known
extensions to the Boolean model of IR. Section 5 discusses the task of text doc-
uments categorization and possible approaches to it using the methodology
presented in the previous sections. In this section we also describe computa-
tional experiments and their preliminary results.
2. Brief overview of information retrieval

The most important issues for virtually any research in IR are those of doc-
ument representation and query language. Usually, it is assumed that there
exist three main approaches (models): Boolean, vector space and probabilistic.
Fuzzy logic based concepts have been so far primarily discussed within the
framework of the two first models. In this paper we follow this way. For a brief
description of these models we assume the following notation:

D ¼ fdigi¼1;N – a set of text documents;

T ¼ ftjgj¼1;M – a set of index terms.

The Boolean model represents a document as a set of terms assigned to it

di ¼ ftkgk¼1;K ; di 2 D; tk 2 K; ð1Þ

and the representation of documents may be formally expressed via the follo-
wing function:

F : D� T ! f0; 1g. ð2Þ
In the vector space model a document is represented as a vector:

di ¼ ½w1; . . . ;wM 
; di 2 AM ; A � R; ð3Þ
where each dimension corresponds to an index term and the value of wj
(weight) determines to what extent a term tj 2 T is essential for the description
of the content of the document. Most often, A = [0,1] is assumed, and thus
function F takes the form:

F : D� T ! ½0; 1
. ð4Þ
The index terms may be some general concepts describing the content of doc-
uments. In the librarian IR systems these are usually carefully selected terms
indicating, e.g., in case of scientific library, the discipline of a book/journal
or keywords for a journal article. In such a case, usually an expensive/time-
consuming work of an expert is required to assign index terms. An alternative
approach, popular in case when an automatic indexing is needed, is to select
some words actually appearing in a document as its indexing terms. In the
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literature there are proposed many forms of function F (4) for this alternative.
One of the most popular is based on the requirement that such a function
should assign to a term (word) tj in a document di a weight directly propor-
tional to its frequency in this document and inversely proportional to the num-
ber of documents in which it appears. It may be formalized as a so-called
tf · idf function:

F ðdi; tjÞ ¼ fij= argmax
j

fij

� �
� logðN=njÞ= argmax

j
logðN=njÞ

� �
; ð5Þ

where fij is the frequency of term tj in document di, N is the number of all doc-
uments in set (collection) D and nj is a number of documents from D where
term tj appears (document frequency). Thus, the first factor is the normalized
frequency of term (tf, term frequency) tj in document di, while the second factor
is the normalized inverted frequency (idf, inverted document frequency) in the
collection D of documents in which term tj appears at least once. Other norma-
lization schemes may be employed, too.

Besides document representation, each classical model also offers a querying
formalism. In the Boolean model the query is a formula in the sense of pro-
positional calculus of mathematical logic. Each term tj is identified with an
atomic formula (proposition), zj. These may be combined using logical connec-
tives, notably the conjunction and disjunction. Then, such a formula/query is
evaluated for each document as it is done in model theory of propositional cal-
culus. More precisely, each proposition zj of a query is assigned a truth value
true if tj 2 di and a truth value false in the opposite case Then, a document is
treated as relevant, i.e., matching the query, if the whole formula correspond-
ing to the query is true after such an assignment of truth value to its atomic
formulae (propositions). Thus, in the classical Boolean model the relevance
(matching) is a binary concept: a document is relevant or not, no intermediate
situation is possible.

In the vector space model the query takes the form of a vector as in (3),
securing a unified representation of documents and queries. The relevance of
a document has here a gradual character. The matching degree of a query
and a document is computed as a similarity sim(d,q) of vectors that represent
them. Most popular similarity measure used is the cosine of both vectors:

simðd; qÞ ¼
Pl

i¼1wiqiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPl
i¼1w

2
i

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPl
i¼1q

2
i

q ; ð6Þ

where d = [w1, . . . ,wl] and q = [q1, . . . ,ql]. Thus, the matching degree is a num-
ber from [0,1].

In both models we can distinguish elementary queries, i.e., such queries
that refer to just one term. Formally, they are expressed as atomic formulae
(single propositions) and one-dimensional vectors in the Boolean and vector
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space models, respectively. This concept will be useful for our further
considerations.

Here we describe very briefly the basics of the primary task studied in IR,
i.e., the organization of text documents and their retrieval by matching queries
against documents. There are many other related tasks considered within IR.
One of them, text categorization, being a primary topic of this paper, is dis-
cussed more thoroughly in Section 5.
3. Linguistic approaches to information aggregation and representation

Fuzzy logic makes it possible to represent and quantify imprecise informa-
tion. This provides for a more flexible information representation and pro-
cessing. The latter comprises, among others, an aggregation of pieces of
information. Basic classical aggregation operators related to logical connec-
tives (AND, OR) and quantifiers (for all, there exists) are often too strict—
for more on that, see Section 4. In many practical situations a human being
would express a constraint by stating ‘‘Most of the conditions . . . should be ful-
filled’’. The word ‘‘most’’ may be replaced here with some other linguistic quan-
tifier: ‘‘almost all’’, ‘‘much more than 50%’’, etc. As it often happens that all/
some conditions quantified are of a gradual type, both the conditions and
quantifier are best modeled within the framework of fuzzy logic.

Zadeh [36] introduced two types of linguistically quantified propositions:

QX ’s are G’s ðtype IÞ; ð7Þ
QB’s are G’s ðtype IIÞ; ð8Þ

where Q is a linguistic quantifier, and G and B are fuzzy sets in the universe X.
Fuzzy linguistic quantifiers are represented by fuzzy sets defined in an appro-
priate universe. The absolute linguistic quantifiers such as ‘‘approximately
3’’, ‘‘several’’, etc. are represented as fuzzy subsets on domain of positive real
numbers, R+; proportional linguistic quantifiers such as ‘‘most’’, ‘‘almost all’’,
etc. are represented by fuzzy subsets, Q, on the interval [0, 1]:

lQ : ½0; 1
 ! ½0; 1
. ð9Þ

Zadeh proposed an interpretation for the proportional linguistic quantifiers
such that the truth degree T of proposition (7) is computed using the following
formula:

T ¼ lQ
cardðGÞ
cardðX Þ

� �
¼ lQ

P
ilGðxiÞ
n

� �
; ð10Þ

where lQ is the membership function of quantifier Q and n is the cardinality of
the universe X. For propositions of type (8) we have:
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T ¼ lQ
cardðG \ BÞ
cardðBÞ

� �
¼ lQ

P
iðlGðxiÞ ^ lBðxiÞÞP

ilBðxiÞ

� �
. ð11Þ

Thus, the truth of a proposition of type (7) is proportional to the fraction of
elements of the universe X that belong to its subset G. An exact form of this
relationship is determined by the membership function of Q which may be,
for ‘‘most’’ of the following, piece-wise linear, form:

lQðyÞ ¼
1 for y P 0:8;

2y � 0:6 for 0:3 < y < 0:8;

0 for y 6 0:3.

8><
>:

On the other hand, the truth of a proposition of type (8) is proportional to the
fraction of elements of a (fuzzy) set B � X that at the same time belong to
G � X. Thus, B plays here a role similar to the scope in case of the classical
quantifiers. However, due to the nature of a linguistic quantifier, the type II
proposition is not equivalent to the type I propositions with B connected with
G using the implication or conjunction as it is true for the classic general and
existential quantifier, respectively.

This interpretation of fuzzy linguistic quantifiers is very attractive due to its
simplicity both in defining and using a quantifier. The type II quantifiers offer a
capability of a weighted aggregation. However, it may become inconvenient in
some applications, mainly due to the use of a simple cardinality of fuzzy sets,
so-called

P
Counts. This makes a number of elements with a low membership

degree to count as one element with a high degree.
A convenient approach to handle fuzzy linguistic quantifiers is to use the or-

dered weighted averaging (OWA) operators, introduced by Yager [30]; see also
Yager and Kacprzyk�s book [31].

Linguistic quantifiers provide for a flexible processing of fuzzy information.
However, information to be aggregated has still to be provided in a strict,
numerical form. It is argued that for some applications it may be counter-intui-
tive, and not human consistent. Thus, often, also in IR related fuzzy logic
applications, Zadeh�s concept [35] of a linguistic variable is employed. It may
be briefly described as follows. A linguistic variable is a variable taking on
the values in the form of linguistic terms (labels). Formally, a linguistic variable
is a tuple (H,T(H),U,G,M), where H is a name of the variable, T(H) is a set of
its values (linguistic terms); U = {u} denotes the universe under consideration
[i.e., fuzzy sets defined over U provide the interpretation for particular terms
belonging to T(H)], G is a rule that generates values for the linguistic variable
[if T(H) is finite, then G may be just a simple enumeration of linguistic terms];
M is a semantic rule providing for each value l 2 T(H) its meaning M(l) U.
For example, treating age as a linguistic variable, one may assume:
T(‘‘age’’) = {‘‘very young’’, ‘‘young’’, ‘‘middle aged’’, ‘‘old’’, ‘‘very old’’}, U =
[1,100], M associates with particular values of T(‘‘age’’) fuzzy numbers
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defined over the interval [0,100] and intuitively corresponding to individual
descriptions of the age. For example, with the term ‘‘young’’ a trapezoidal
fuzzy number (0;0;25;35) may be associated. Thus, basically, the meaning of
linguistic terms is provided by fuzzy numbers (usually triangular or trapezoi-
dal) associated via M and then all operations on linguistic terms, are done
on these fuzzy numbers, see, e.g., [6]. This may lead to some problems when
the results of such an aggregation are to be again expressed in terms of the
original linguistic terms (e.g., in case of the averaging of values of a linguistic
variable). Then, linguistic approximation has to be applied and the results may
not be fully reliable.

In another approach, the set of linguistic terms is assumed to be finite and
ordered. Thus, the semantics of a term is provided just by its position in the
order imposed—no fuzzy numbers are associated. In such a case all operations
on the linguistic terms have to be specifically defined. For details, see [7,10,11].
Such an ordinal linguistic approach has been proposed for IR systems [10,11].
4. Fuzzy extensions of the Boolean model

The vector space model has been widely accepted as an effective and efficient
way of dealing with the tasks addressed within IR. On the other hand, the
query language of this model is rather limited. Practically, a query matches
such documents that are represented with the terms weighted similarly as in
the query. This corresponds, more or less, to the logical conjunction of the ele-
mentary queries. That is in contrast with the query language of the Boolean
model in which the user may freely combine elementary queries using logical
connectives. The classical Boolean model suffers from an oversimplified repre-
sentation of documents as sets of terms. It has been observed that the combi-
nation of flexibility of the Boolean querying language and the vector
representation of documents may be worthwhile. This has led to many propos-
als for extensions of the Boolean model. The extended Boolean model has also
become a starting point for many proposals for the use of fuzzy logic concepts
in IR. A vector representing a document via function F such as in (5) may be
easily interpreted as a fuzzy set of terms.

Extensions to the Boolean model may modify only the documents represen-
tation or both documents representations and queries. In the former case, the
documents are represented like in the vector space model and the query lan-
guage remains unchanged. The evaluation of classic Boolean queries against
documents represented with weighted terms may take various forms.

First of all, queries may be interpreted as formulae of fuzzy propositional cal-
culus. Thus, they may be true to a degree from the interval [0, 1]. As in the clas-
sical case, matching of a query against a document is computed as the truth
degree of the query/formula under the evaluation of the propositions/terms
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provided by the document, or more precisely, by weights of the query terms in
the document. Classical fuzzy operators/connectives of min and max are used
in place of AND and OR, respectively. Obviously, various variants of this ap-
proach may be obtained by using some triangular norms and conorms to repre-
sent logical connectives.

It is widely acknowledged that classical aggregation operators correspond-
ing to the AND and OR connectives often fail to represent actual requirements
of the user (not only in the context of querying, but in broadly meant decision
making). The present authors were among the first to propose a solution for
that problem in the context of querying of databases. We discuss it briefly later
in the paper and now let us look at a more precise statement of that problem
and a solution proposed to it even earlier by Salton and coworkers [26,1]. Let
us assume that a query is the conjunction of elementary queries:

q ¼ t1 ^ � � � ^ tl ð12Þ
(we equate here proposition zi with term ti, for readability). Under a classical
interpretation of the AND connective, even if just one term of t1, . . . , tl is absent
in a document it makes the document completely irrelevant (non-matching) to
the query. Even under a fuzzy interpretation the document is relevant only to a
degree determined by a term t1, . . . , tl to which the lowest weight is assigned in
the document, thus possibly also to a degree 0. It seems to be fully rational to
expect that such a matching degree should vary depending on the number of
terms of the query that are well/poorly matched in the document. Salton
et al. observed that the relevance of a document should be inversely propor-
tional to the distance between two l-dimensional vectors [w1, . . . ,wl] and
[1, . . . , 1], where the former gathers weights in the document of terms used in
the query, t1, . . . , tl. Analogously, for a query being a disjunction of elementary
queries q = z1 _ � � � _ zl, its matching degree should be proportional to the dis-
tance of vectors [w1, . . . ,wl] and [0, . . . , 0]. This idea has been adopted in an
extension to the Boolean model, called a p-norm model. The distance between
the vectors is computed using a p-norm (more often referred to as an l-norm)
for a selected value of parameter p. For p = 1 we obtain the classical vector
space model, and for p =1 we obtain a simple fuzzy model described above
which employs the min and max operators.

The very same problem of some deficiencies of the classical AND and OR,
as well as their fuzzy counterparts the min and max were addressed by Kacpr-
zyk and coworkers [14–16] in the context of fuzzy querying of a classical rela-
tional database (thus the setting assumed there is somehow dual to the one
considered here: queries are fuzzy while the content of a database is crisp; how-
ever the idea of a linguistic quantifier guided aggregation applies in both cases).
They proposed to aggregate elementary queries using linguistic quantifiers, such
as, e.g., ‘‘most’’. Thus, instead of insisting on the fulfillment of all elementary
queries as it is required by the AND connective (and the general quantifier, ",
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corresponding to it) or just one elementary query as it is allowed by the OR
connective (and the existential quantifier, $, corresponding to it) the user
may require to have ‘‘most’’, ‘‘almost all’’, ‘‘many’’, etc. of elementary queries
satisfied. As the above observation of Salton et al. illustrates, the use of such a
flexible quantifier may be convenient even in case when we have in mind a strict
conjunction of the elementary queries. If there are no documents fully meeting
our requirements, we get an empty answer with the classical aggregation oper-
ator AND, while using a linguistic quantifier, we get a list of documents almost
meeting the query.

The ordered weighted min (OWmin), cf. [8], operator provides another
scheme for the evaluation of a query (12). The motivation here is exactly
the same as in case of linguistic quantifier guided aggregation, i.e., instead
of requiring that all elementary queries in (12) are matched, we are satisfied
with most of them being matched. This is formalized in a way slightly different
to that of linguistic quantifiers. Namely, the concept of a requested majority
of matched elementary queries, e.g., most, is modeled as a fuzzy set I in the
space {0,1,2, . . . , l}, such that lI(0) = 1; lI(i) P lI(i + 1), cf. (9). Thus (cf.
[8]), if we require that ‘‘at least k elementary queries are matched’’, then we
set lI(i) = 1 for all 0 6 i 6 k and lI(i) = 0 for all i > k. Moreover, let us as-
sume that ti(dj) denotes the matching of document dj to the elementary query
ti. Then, we sort vectors ht1(dj), t2(dj), . . . , tl(dj)i in a non-increasing order to
obtain t1� ðdjÞ P t2� ðdjÞ P � � � P tl� ðdjÞ where t1� ðdjÞ is the greatest value from
among t1(dj), t2(dj), . . . , tl(dj); t2� ðdjÞ is the second greatest value, etc. Then, to
obtain a matching degree of document dj to the overall query (12) we
compute:

min
i¼1;l

maxð1� lIðiÞ; ti�ðdjÞÞ. ð13Þ

In this approach the concept of a linguistic quantifier in the sense of Zadeh may
be directly employed to provide a definition of a fuzzy set I. This may be inter-
preted in a more general setting as the Sugeno integral; for details cf. [8].

All the above min (or more generally t-norm), p-norm and linguistic quan-
tifier guided models produce an aggregated evaluation (matching degree) of the
conjunction of elementary queries (12). Sometimes this is more then needed
and we may be quite satisfied with just an ordering of the documents from
the best matching the query to the least matching one. For such a purpose
many more methods are available. For example, LEXIMIN [8], compares
two documents in terms of their matching to the query (12) in the following
way. Let us assume the same notation as in case of OWmin discussed above,
however this time the vector ht1(dj), t2(dj), . . . , tl(dj)i is sorted in the non-decrea-
sing order. Then, d1 is said to better match the overall query (12) than d2 if
there exist such a k that ti� ðd1Þ ¼ ti� ðd2Þ for all i < k and tk� ðd1Þ > tk� ðd2Þ. Thus
[8], LEXIMIN favors documents failing to match as few elementary queries as
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possible. LEXIMAX [8], on the other hand, favors documents matching as
many elementary queries as possible. This, assuming the same notation as
for OWmin, boils down to declaring d1 as better matching the overall query
(12) than d2 if there exist such a k that ti� ðd1Þ ¼ ti� ðd2Þ for all i < k and
tk� ðd1Þ > tk� ðd2Þ.

Other fuzzy extensions to the Boolean model assume weights assigned to
terms of the query. In the classical vector space model the interpretation of
such weights in queries is quite simple: the documents are sought having terms
weighted similarly as in the query. In the extended Boolean model more inter-
pretations are possible. In order to describe them briefly, let us assume a
weighted query in the disjunctive normal form:

q ¼ ððt11;w11Þ ^ � � � ^ ðt1u;w1uÞÞ _ � � � _ ððtd1;wd1Þ ^ � � � ^ ðtdw;wdwÞÞ;
ð14Þ

where tij denotes a term and wij its weight in the query. Assuming such a cano-
nical form we then focus on the matching degree of a single conjunction:

ðt11;w11Þ ^ � � � ^ ðt1u;w1uÞ ð15Þ

referred to as a disjunct. The matching degree of the whole query is obtained
via an aggregation, e.g., using the max operator, of matching degrees of all dis-
juncts. In the literature three interpretations of the query weights wij are con-
sidered [3]:

1. relative importance; ð16Þ
2. thresholds of importance; and ð17Þ
3. ideal weights. ð18Þ

According to the first interpretation, weight wij of term tij in a query indicates
to what extent the appearance of term tij in a document is important for the
document to satisfy the query. If the weight is low (close to 0), then the absence
of term tij in a document (i.e., low, possibly equal 0, weight of this term in the
document) does not exclude the matching of this document against the query.
If the weight of a term in a query is high (close to 1), then the document has to
contain the term (i.e., have a high weight assigned to this term) to qualify for
matching the query.

Due to the second interpretation, the weights of particular terms in the
documents sought have to be higher than threshold values wij given in the
query. There are further possible interpretations depending on how the under-
satisfaction of query terms is treated—a further discussion is given below.
Herrera-Viedma [11] proposed a modified interpretation of query weights in
this interpretation. Namely, high query weights are treated as above, but
low weights require that the corresponding weights in the documents have
to be lower.
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The third interpretation is somehow analogous to that assumed in the vector
space model: the documents sought should be characterized by weights of the
terms similar to those specified in the query.

The existence of these various interpretations of query term weights poses
certain theoretical difficulty. Fortunately, their analysis may be to some extent
unified due to the results obtained in the area of using fuzzy logic in multicri-
teria decision making, fuzzy querying of databases and fuzzy information re-
trieval, cf. [9]. These may be summarized in terms of IR as follows. Let us
denote the matching degree of document d and query q of the form (15) by
c(q,d). Moreover, let us assume the matching degree of an elementary query
qi = ti (without a weight) and a document d, equal to the weight of the term
ti in the document d (4), i.e.,

cðqi ¼ ti; dÞ ¼ F ðd; tiÞ.

The matching degree of the whole query (15) is computed as

cðq; dÞ ¼ min
i
ðcðqi; dÞÞ. ð19Þ

Dubois and coworkers [9,8] analyzed several interpretations, cf. [2,29], of
importance weights assigned to elementary queries. They observed that a num-
ber of them may be treated as a special case of the following general scheme:

cðqi; dÞ ¼ wi ! F ðd; tiÞ; ð20Þ

where ! is a fuzzy implication operator. Then, using different implication
operators we recover various interpretations of importance weights of the
terms.

For the Kleene–Dienes implication:

x ! y ¼ maxð1� x; yÞ ð21Þ

we get

cðqi; dÞ ¼ maxðF ðd; tiÞ; 1� wiÞ; ð22Þ

that is Yager�s interpretation [29], which may be expressed as follows. If an ele-
mentary query is completely unimportant (wi = 0), then it does not pose any
constraints on the form of the document that has to meet it (the matching
degree is always equal 1). Otherwise, a document to satisfy the query has to
contain term ti with a high weight wi assigned. Thus, this interpretation
corresponds to the concept of a relative importance (16).

For the Gödel implication:

x ! y ¼
1 if x 6 y;

y otherwise



ð23Þ
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we get

cðqi; dÞ ¼
1 if F ðd; tiÞ P wi;

F ðd; tiÞ otherwise;



ð24Þ

that is another Yager�s interpretation (cf. [9]), and requires that term ti has in a
document the weight higher than indicated in the query. Thus, this directly re-
fers to the concept of an importance threshold (17). If the weight of the term in
the document, F(d, ti), does not reach the query weight of this term wi, such a
document satisfies this elementary query to a degree equal to F(d, ti). Another,
continuous treatment of such an undersatisfaction is obtained while using the
Goguen implication:

x ! y ¼
1 if x 6 y;

y=x otherwise



ð25Þ

and we obtain:

cðqi; dÞ ¼
1 if F ðd; tiÞ P wi;

F ðd; tiÞ=wi otherwise.



ð26Þ

Yet another characterizations of importance thresholds has been provided in
the literature, cf. [23].

A similar analysis may be provided for the disjunction of elementary que-
ries, cf. for details [4,5].

Here we add a following observation to the characterization of ideal weights
(18) provided in [4,5]. Namely, the following characterization of logic of the
ideal weights interpretation may be proposed:

cðqi; dÞ ¼ wi $ F ðd; tiÞ; ð27Þ
where M is a fuzzy equivalence operator. Then, using a definition of a fuzzy
equivalence based on the Goguen implication:

x $ y ¼ minðx ! y; y ! xÞ ¼
1 if F ðd; tiÞ ¼ wi;

wi=F ðd; tiÞ if F ðd; tiÞ > wi;

F ðd; tiÞ=wi if F ðd; tiÞ < wi;

8><
>: ð28Þ

we obtain a reasonable characterization of the ideal weights interpretation.
5. Fuzzy concepts in document categorization

The primary task considered in IR is that of retrieving documents relevant
to the user. This task decomposes into the representation of documents and
queries, and their matching. In Sections 2 and 4 we briefly reviewed fuzzy logic
based approaches proposed for this purpose. In what follows we briefly discuss
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a related problem of automated text categorization. Next, we describe our idea
of using fuzzy logic based models from the previous section for this purpose.
Then, in the next section we present our computational experiments and their
results.

5.1. The concept of automatic text categorization

In order to make clearer the concept of automated text categorization, let us
consider scenarios in which it may be applicable. The first one is that of a Web
Spider, an agent software ‘‘traversing’’ the Web and automatically classifying
documents found aimed at providing the user only with the documents of inter-
est to him or her (i.e., belonging to a pre-specified category/categories). The
second scenario is that of a ‘‘translation agency’’. In this case, the aim of the
system is to automatically assign to interpreters documents sent by customers.
Interpreters prefer certain categories of documents and the aim is to match
their preferences so as to secure a high efficiency of the whole translation pro-
cess. In both cases the classification may be done manually. However, it may be
not such a good solution as it may seem. Firstly, in particular in the former
case, it is unreasonable to expect that all documents are classified by their
authors or some other bodies (see, e.g., Yahoo!). Secondly, the classification
provided by the author may be useless for, or inconsistent with, the purposes
of the document ‘‘consumer’’. Both scenarios assume a set of pre-specified cat-
egories of documents.

Basically, we can distinguish two classes of approaches to automatic text
categorization. The first consists in a manual construction of a set of explicit
classification rules that are then automatically applied to classify the docu-
ments. Thus, this methodology belongs to the field of expert systems. The
second approach consists in using techniques of machine learning to
automatically produce a classifier. We follow the latter and try to use some ele-
ments of fuzzy logic, notably those mentioned in Sections 3 and 4. Another
dimension along which the text categorization tasks may be distinguished is
that of how many classes are considered and how many categories may be as-
signed to one document. The most general approach (that we adopt here) as-
sumes a multiclass multilabel task, i.e., there are more than two categories and
more than one may be assigned to a document. Still another dimension that is
possible to distinguish the categorization tasks divides them into two classes
depending on whether the documents to be classified are available one at a time
(‘‘on-line categorization’’) or in larger portions (‘‘batch categorization’’). This
distinction is to some extent formal, but is important from the point of view of
thresholding strategies considered later.

Thus, text categorization as discussed here is a typical example of the
classification task, cf., e.g., [20]. More precisely, the process consists of two
phases:
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• learning of classification rules (explicit or implicit; building a classifier) from
examples of documents with known class assignment (supervised learning),

• classification of documents unseen earlier using rules derived in Phase I.

We start with a numerical representation of documents as discussed in Section 2
and formalized by (4). Then, any of numerous classifier construction algo-
rithms may be applied, including rule-based systems, decision trees, artificial
neural networks, etc. One of classical algorithms developed in the area of IR
is that of Rocchio [25,12]. The learning phase consists in computing a centroid
vector for each category of documents. Then, in the classification phase, a
document is classified to a category whose centroid is most similar to this
document. The similarity may be meant in several ways—in the original
Rocchio�s approach it corresponds to the Euclidan distance. In the next subsec-
tion we propose to apply some fuzzy logic related concepts to build such a clas-
sifier. Here, we further precisiate the classification task that is addressed and
steps that have to be taken to develop a classifier of the type considered.

In our computational experiments, cf. Section 5.3, we use the Reuters cor-
pus [21] that is widely accepted as a testbed for text categorization algorithms.
This is a collection of newswire stories that are usually classified to a number of
categories. Thus, this calls for methods dealing with a multiclass and multilabel
case. The multilabel categorization requires the solution of an additional prob-
lem while building a classifier. Namely, a classifier such as the one considered
here produces for a document a list of categories to which it possibly belongs.
These categories are ordered non-increasingly according to their matching with
the document. Then, a decision has to be made which of them, or more pre-
cisely, how many of those from the top of the list are to be assigned to a doc-
ument under consideration. This is referred to as the thresholding strategy
[27,32,33]. Usually [33], the following strategies are considered:

� rank-based thresholding ðRCutÞ; ð29Þ
� proportion based assignment ðPCutÞ; ð30Þ
� score-based local optimization ðSCutÞ. ð31Þ

The first strategy consists in choosing r top categories for each document.
Parameter r may be set by the user or automatically tuned (learned) using a
part of the training set of documents. The next strategy works for ‘‘batch cat-
egorization’’ and assigns to each category such a number of documents from a
batch of documents to be classified so as to preserve a proportion of the car-
dinalities of particular categories in the training set. The last method assigns
a document to a category only if a matching score of this category and docu-
ment is higher than a certain threshold. Thresholds are tuned using a part of
the training set of documents, separately for each category. In the next section
we propose other strategies using the concept of a linguistic quantifier.
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To summarize, decisions related to the following issues have to be made
while building a classifier of the type considered here:

(i) representation of documents and queries, of which an integral part is fea-
ture selection,

(ii) definition of a distance (matching degree) of a centroid and a document,
(iii) choice of a thresholding strategy.

The next subsection describes our experiments applying the elements of
fuzzy logic mainly for the purposes of (ii) and (iii), but also to some extent of (i).
The computational experiments require some measures of effectiveness. In
our tests we use standard measures as discussed in Section 5.3.

5.2. Fuzzy and linguistic approaches to the construction of a Rocchio type
classifier

The Rocchio type classifier fits into a more general scheme of profile-based
classifiers [27]. The idea is to compute a profile (referred to elsewhere in the text
as a centroid) for each category and then to base the categorization of a doc-
ument on its distance (more generally, some measure of similarity) from cent-
roids of all categories. In this way, we can order all categories from the best to
the worst by matching the document content. The origin of the Rocchio style
classifier is related to the formula for relevance feedback in the vector space
model. It is a way of modifying an original user query so as to take into ac-
count his or her feedback as to the relevance of particular documents retrieved
according to this original query. More precisely, the user picks out relevant
documents, then the system computes their centroid (average), possibly taking
into account irrelevant documents as well, by subtracting their centroid from
the centroid of relevant documents. Next, such a centroid of the class of rele-
vant documents is used as a modified query to once again retrieve documents
from the whole collection. Thus, in terms of the categorization task it corre-
sponds to a binary (only two classes of relevant and irrelevant documents
are considered), one-class (each document is classified either as relevant or
irrelevant, but not both), and ‘‘batch’’ rather than on-line problem. It is, then,
quite different in comparison to multiclass multilabel on-line categorization
task addressed here.

Our approach assumes, classically, the computation of centroids (see the
next subsection for details) for all categories. Then, a document to be classified
(more precisely, its representation) is treated as a query against the set of cent-
roids. Within the extended Boolean framework such a query may be treated as
the conjunction of the form (12) or (15). As we pointed out, a simple interpre-
tation of the conjunction as the min operator does not work well for classical
queries considered in IR, i.e., queries constructed by a human user. This is true
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even to a further extent in case of the categorization task considered here.
Thus, in our experiments we try various flexible schemes of aggregation pre-
sented in Section 4 as well as, in case of (15), different weight interpretations
discussed in the same section.

For our further discussion let us assume the following notation:

C ¼ fcpgp2½1;P 


is a set of centroids, one for each of P categories. Each centroid is represented
by a vector:

cp ¼ ½cp1; . . . ; cpM 
; ð32Þ

where M denotes, as previously, the number of terms used to index the docu-
ments. These centroids are constructed in a different way than in the typical
Rocchio type classifier. Namely, weights cpi are not calculated directly as the
averages of the weights of all training documents belonging to a given category
but according to the following formula:

cpj ¼ ðfpj � logðP=njÞÞ
.
argmax

j
ðlogðP=njÞ � fpjÞ; ð33Þ

where fpj is a frequency of term j in all documents belonging to category p and
nj is the number of categories in documents of which term j appears (category
frequency). By analogy to (5) it may be called a tf · icf representation where icf
stands for an inverted category frequency. A document to be classified d, which
is here treated as query q against a set of centroids, is represented, as previ-
ously, by a vector, or more precisely as in (15):

d ¼ q ¼ ½w1; . . . ;wM 
 � ðt1;w1Þ ^ � � � ^ ðtM ;wMÞ; ð34Þ
where

wj ¼ ðfj � logðP=njÞÞ
.
argmax

j
ðlogðP=njÞ � fjÞ; ð35Þ

where fj is a frequency of term tj in the document d and nj is the category fre-
quency of this term, cf. (33). Thus, this setting most naturally fits to the ex-
tended Boolean model where both queries and documents are represented
using weights. Now, we base our decision on the classification of document
d as pertinent to category p on its similarity to a corresponding centroid cp,
i.e., on the matching of query q (34) and this centroid. In order to compute this
matching degree we are going to employ our discussion of Section 4, in partic-
ular various interpretations of the query weights given by (16)–(18). Let us ob-
serve that, in the given context, the similarity of a query and a centroid
intuitively means that terms representing them have weights comparable, rela-
tively or absolutely. Thus, the relative importance and ideal weights interpreta-
tions seems to be more suitable than the thresholds of importance. In order to
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justify the latter claim let us assume that a document is represented by means of
2 terms with high weights and 10 terms with very low weights. Then, the cat-
egory whose centroid is represented by all 12 terms with high weights that per-
fectly fits the document/query according to the threshold logic, does not seem
to be a good fit.

Below we list and briefly comment upon the matching schemes we tested in
our experiments with an automatic text categorization. Their main goal is to
overcome a deficiency of the min operator which is reinforced by a high dimen-
sionality of the representation space of both query (34) and documents (32). We
group the tested schemes according to the query weight interpretation adopted.

I. Relative importance

M.I.1. Original weights interpretation via the Kleene–Dienes implication (19)

and (20). This concept of matching (i.e., document classification) may be lin-
guistically expressed as: ‘‘A document matches a category if all of the important
terms present in the document are also present in the centroid of the category’’.

Matching of the elementary and overall queries are computed using (20) and
(19), respectively.

M.I.2. Linguistic majority. This concept of matching (i.e., document classifi-
cation) may be linguistically expressed in as: ‘‘A document matches a category
if most of the important terms present in the document are also present in the
centroid of the category’’.

The idea refers directly to our previous experiences with a fuzzy database
querying (cf. [14–16]). The above linguistic expression is formalized using
Zadeh�s calculus of linguistically quantified propositions by, cf. (8):

QB’s are G’s;

where X, the universe considered, is a set T of all index terms, B is a fuzzy set of
terms important for the document d, i.e.,

lBðtjÞ ¼ wj ¼ F ðd; tjÞ;

and G is a fuzzy set of terms present in centroid cp of category p, i.e.,

lGðtjÞ ¼ cpj.

Due to a high dimensionality of the considered space and known deficiencies of
linguistic quantifiers in the sense of Zadeh (cf. Section 3) we also tested a mod-
ified version where only terms weighted in the query higher than a certain
threshold are considered.

II. Ideal weights

M.II.1. Cosine. The classical vector space model formula (6) has been
employed.
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M.II.2. Fuzzy equivalence based approach. The ideal weight logic is here rep-
resented using fuzzy equivalence, as expressed by the formulae (27) and (28).
The overall matching degree computes using the min, as in (19) or OWmin,
as in (13). Also a modified version where only terms weighted in the query
higher than certain threshold are considered, has been tested.

III. Thresholding strategies

Concerning the thresholding strategy we also propose an approach based on
fuzzy linguistic concepts. The underlying idea may be expressed as follows:

T.I. ‘‘Select such a threshold r that most of the important categories had a
number of sibling categories similar to r in the training data set’’.

Thus, for each r 2 [1,R] we compute the truth degree of the italicized clause
above (R is a parameter). This is again formalized using Zadeh�s calculus of lin-
guistically quantified propositions as

QB’s are G’s; ð36Þ
where X, the universe considered, is a set C of 10 categories with the highest
matching score, B is a fuzzy set of important categories for a given document
d, i.e.,

lBðcpÞ ¼ cðq; cpÞ;
where c(Æ, Æ) is the matching function (19) used and q is a query/document to be
classified. G is a fuzzy set of categories, that, on the average, had in the training
set the number of sibling categories similar to r for which the truth value of (36)
is calculated. This similarity is modeled by a similarity relation, which is an-
other parameter of the method. For the purposes of this strategy (and others,
see below), for each category the average number of sibling categories in the
training data set is first computed. By the sibling category for a category cp
we mean a category that is assigned to the same document as the category cp.

T.II. Another approach exploiting the concept of sibling categories works as
follows. Only categories whose matching score is higher than a certain para-
meter (in our experiments usually 0.2 is assumed) are taken into account. Their
scores are normalized (divided by the sum of their scores) and then the
weighted sum of the average number of siblings is taken as a threshold cut
(rounded to the nearest integer value).

T.III. For the comparison we also tested the simple RCut (29) with a thresh-
old rank equal 2, i.e., two top scored categories are assigned to each document.

The whole classification procedure proceeds then in the following steps:

Training phase

(1) The training documents are read and data on their frequency in docu-
ments and categories are gathered. Also the average number of sibling
categories is computed for each category (for the thresholding strategy
purposes).



(2) The training documents are read once again and the centroids of partic-
ular categories are calculated according to formula (33).
Testing phase

(1) A test document is read and its representation is calculated using formula
(35) and normalized (in the experiments all coordinates are divided by the
highest one).

(2) For each category the matching degree (score) of its centroid and the doc-
ument is computed using one of the approaches M.I.1–M.II.2 and this
vector of scores is sorted in the non-increasing order.

(3) One of the threshold strategies T.I–T.III is used to decide which catego-
ries assign to the document.
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5.3. A computational experiment and its results

In our general setting for computational experiments we are following Yang
and Liu�s work [34]. The text corpus used is Reuters-21578 as made available
over the Internet by Lewis [21]. More precisely we are using the Modified Apte
(‘‘ModApte’’) Split of the data, i.e., for the training phase a subset of news
characterized by the attributes LEWISSPLIT = ‘‘TRAIN’’ and TOP-
ICS = ‘‘YES’’ and for testing phase a subset LEWISSPLIT = ‘‘TEST’’; TOP-
ICS = ‘‘YES’’. In both cases, we use only news that actually contain topics and
body of the text or at least the title. This gives rise to 7728 training, 3005 test
documents and 114 categories. The title of the document and its body are con-
catenated to produce the document. The documents are preprocessed by
removing stop words [28] and numbers. Stemming is done using the standard
Porter�s algorithm [22]. The terms space dimensionality reduction is done using
a simple approach based on document and category frequencies of terms.
Namely, only terms with a document frequency higher than 3 and a category
frequency lower than 75% are used. This rule yields 5565 index terms.

The evaluation of particular approaches tested has been carried out by using
standard measures of recall, precision, F1 measure and 11-point average preci-
sion. Both micro- and macro-averaging results are presented. These measures
are expressed by the following formulae:

• micro-averaging

precision ¼ number of correct classifications made by the system

total number of all classifications made by the system
;

ð37Þ

recall ¼ number of correct classifications made by the system

total number of all categories indicated in test documents
;

ð38Þ
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F1 ¼ 2 � precision � recall=ðprecisionþ recallÞ. ð39Þ
Note that the number of classifications is higher than the number of test doc-
uments as more than one category may be assigned to a document. By a system
we mean an automatic classifier based on a given approach.
• macro-averaging

First, precision, recall and F1 measure are calculated separately for each
category using formulae (37)–(39) and then the arithmetic mean of them is
calculated.

In Table 1, we present some of the results of our experiments. In Table 2 we
test various thresholding strategies for the linguistic guided aggregation used in
M.I.2.

The results for particular matching schemes are essentially worse than the
ones reported for state-of-the-art approaches, cf. [34]. However, there is a
number of various factors that influence the effectiveness of an automatic
Table 1
Comparison of matching schemes for T.II thresholding strategy

Matching scheme Micro-averaging Macro-averaging 11-Point average
precisionPrecision Recall F1 Precision Recall F1

M.I.1 0.3763 0.5521 0.4475 0.2212 0.3704 0.2770 0.6793
M.I.2 0.3914 0.8215 0.5302 0.4038 0.5322 0.4592 0.8311
M.I.2aa 0.4226 0.6765 0.5203 0.3416 0.6174 0.4398 0.7673
M.II.1 0.2226 0.6462 0.3311 0.1235 0.4943 0.1976 0.6511
M.II.2ab 0.5597 0.4597 0.5048 0.5601 0.0934 0.1601 0.5926
M.II.2bc 0.5847 0.5015 0.5399 0.5231 0.1349 0.2145 0.6356
M.II.2bd 0.3809 0.6961 0.4923 0.2978 0.4287 0.3515 0.7397

a Only terms weighted above 0.2 are considered in matching degree computation.
b Aggregation via min.
c Aggregation via min; only terms weighted above 0.2 are considered in matching degree

computation.
d Aggregation via OWmin; only terms weighted above 0.2 are considered in matching degree

computation.

Table 2
Comparison of different thresholding strategies for the M.I.2 matching scheme

Thresholding
strategy

Micro-averaging Macro-averaging 11-Point
average
precision

Precision Recall F1 Precision Recall F1

T.I 0.5531 0.7765 0.6460 0.4891 0.4785 0.4837 0.8311
T.II 0.3914 0.8215 0.5302 0.4038 0.5322 0.4592 0.8311
T.III 0.4642 0.7478 0.5728 0.4776 0.4309 0.4530 0.8311
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categorization system, including the representation of documents, tuning the
parameters, and a thresholding strategy. The very nature of fuzzy linguistic ap-
proaches makes it possible to tune parameters that possess an interpretation
that is easier to grasp by the human user involved. In this short study we only
try to check a general applicability of fuzzy logic based concepts for text
categorization.
6. Concluding remarks and further research

In the paper we discuss the problem of an automatic text document cate-
gorization that has recently attracted a lot of attention and interest. In our
approach to the problem we try to use results obtained by other authors pro-
posing some fuzzy logic based extensions to classical IR models, notably the
Boolean model. Although they mainly address the primary task of retrieval
of the documents relevant to the human user, they are also applicable to text
categorization. Our starting point is fuzzy querying of crisp databases. We
try to adapt some of the ideas we proposed earlier in this respect, notably of
a linguistically guided aggregation of partial matching degrees, for the pur-
poses of text document categorization. We illustrate the preliminary results
on a standard document corpus used to test most sophisticated and successful
classifiers. Further research will focus on tuning various parameters that are in-
cluded in our proposed approaches.
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